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Figure 6. Temporally-averaged median of the scattering coe�cient �k (left panel) and mean free path �c (right panel). Di↵erent

colors represent di↵erent models: gold for R2, dark cyan for R4 and coral for R2. The shaded areas cover the 16th to 84th

percentiles of the temporally-averaged variations around the mean.

We can conclude that the propagation of CRs out of
the galactic disk becomes more and more e↵ective going
from R8 to R2 mostly because the gas advection veloc-
ities become higher and higher, especially in hot gas.
At the same time, the denser poorly-ionized gas that
makes up most of the mass is dominated by di↵usion.
Meanwhile, ion Alfvén speeds exceed advection speeds
in the higher-density poorly-ionized gas and exceed dif-
fusion speeds in the low-density well-ionized gas. Thus,
in well-ionized hot gas, di↵usion is always quite small
and CRs are transported by a combination of advection
(primary) and Alfvénic streaming (secondary), while in
poorly-ionized dense gas the CRs are very strongly di↵u-
sive. The e↵ect of all three transport mechanisms must
therefore be considered to understand the relation be-
tween CR pressure in the disk and SFR surface density.

4. PREDICTIONS FOR THE DYNAMICAL
EFFECTS OF COSMIC RAYS

Although the back-reaction of thermal gas and mag-
netic field to the CR pressure cannot be directly studied
in this work, we can use the distribution of CR pressure
inferred from our post-processed simulations to make
predictions about the dynamical e↵ect of CRs in galax-
ies. In the following, we investigate the potential impact
of CRs on the dynamics of the ISM gas overall, as well
as individual thermal phases. We define three di↵erent
gas phases based on temperature: warm (5050 K < T <

2 ⇥ 104 K), intermediate (2 ⇥ 104 K < T < 5 ⇥ 105 K),
and hot (T > 5 ⇥ 105 K) phase.

4.1. Momentum Flux and Weight

In the presence of CRs, the gas-momentum equation
becomes (e.g. Jiang & Oh 2018):
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where for our simulations �tot is given by the sum due to
the “external” gravitational potential from the old stel-
lar disk and dark matter halo plus the gravitational po-
tential of the gas obtained by solving Poisson’s equation
(see Kim & Ostriker 2017). The term �

$
tot ·(Fc�4/3ecv)

represents the force exerted from the CR population on
the thermal gas.

We now focus on the momentum equation in the z di-
rection, considering a shearing-periodic box and taking
horizontal and temporal averages. We formally separate
the terms from di↵erent thermal phases and sum over
them, obtaining the following equation for the vertical
momentum of gas:
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Here, hqi
ph

is the average over time of q̄ph(z; t), the hor-
izontal average of a quantity q for a given thermal phase
at height z, defined as

q̄ph(z, t) =
X

x,y

q(x, y, z; t)⇥ph(T )�x�y

LxLy

, (23)

with ⇥ph(T ) the top-hat function that returns 1 for gas
at temperatures within the temperature range of each
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Figure 8. Ratio of parallel and perpendicular di�usion coe�cients as a function of MA0 for all trials; the ion fraction j is shown in the colour bar. Note that,
particularly for the runs with a target MA0 = 01, the actual MA0 values scatter slightly around the target because the actual velocity dispersion produced by
our driven turbulence simulations fluctuates slightly relative to the target value we select by turning the driving rate. We highlight three distinct regions of
MA0, characterised by the dominance of di�erent di�usion mechanisms, which we term anisotropic (MA0 . 0.5), transitional (0.5 . MA0 . 2) and isotropic
(MA0 & 2). In the anisotropic region we have a clear di�erence between the rates of perpendicular and parallel di�usion. The level of anisotropy in this region
is governed by j, which we illustrate in the inset plot showing ^k/^? plotted against j for the simulations with MA0 = 0.1, together with the simple scaling
^k/^? = Estr/2; the data points shown are averages over the runs with di�erent M, with the error bars showing the 1f scatter about this average.

along B-field lines, the rate of di�usion is ultimately limited by the
timescale on which the tangled field lines are able to explore all space
in the box.

4.2 Fitting formulae

As discussed in Section 1, one of the primary motivations for our
work is to provide an e�ective theory for CR transport that can
be used in cosmological or galactic-scale simulations that do not
resolve turbulence in the ISM. To facilitate this, in this section we
construct a series of models to calculate CR di�usion coe�cients
given values for MA0 and j; we omit M since its e�ects are small
within our system units of time = g. The intended use for these models
is much the same as in large eddy simulations: one can measure the
plasma parameters at the minimum resolved scales, and use these in
the formulae provided below to assign an e�ective subgrid di�usion
coe�cient for CRs due to the unresolved turbulent structure and flow;
we discuss below how to treat superdi�usion approximately in such
a framework. Since we have seen that there are two general regimes
for CR transport, corresponding to MA0 ⌧ 1 and � 1, and that the
parameters describing transport are relatively flat in each of these

two regimes, we fit all quantities using a generic functional form
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The function in curly braces has the property that it goes to zero
for when MA0 ! 0 (for positive ?4) and to unity for MA0 ! 1,
which provides the two flat plateaus at low and high MA0 that we
have observed. The parameters ?4 and ?5 control the steepness and
location of the transition between the two plateaus, respectively;
?0 and ?1 provide the normalisation and dependence on j for one
plateau, while ?2 and ?3 serve the same purpose for the other plateau.

We begin by providing a fit for ^ k/^?, which quantifies the
anisotropy of the di�usion. We perform a simple non-linear least
squares fit of our data for log(^ k/^?) from all our simula-
tions, weighting them all equally, to a functional of the form
log 5 (MA0, j), where 5 given by equation 20. We report the best-fit
parameters and their uncertainties in Table 2, and we plot our fit
against the data in Figure 9, which shows that the fit captures the
basic trends well. We repeat this process for ^? and for D k/Estr,0,
where Estr,0 = 1/MA0

p
j is the mean small-scale streaming speed.

We report our fit parameters for these quantities in Table 2 as well,
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Figure 8. Comparison of the simulated diffusion coefficient (hor-
izontal axis, defined in Eq. 10) and the steady state diffusion coef-
ficient (vertical axis, defined in Eq. 26) at t = 4 Gyr. The steady
state diffusion coefficient is calculated based on the assumed in-
stantaneous balance between Alfvén wave growth and damping.
We weight each computational cell of the simulation with its CR
energy before binning into this histogram. The grey line corre-
sponds to a 1-to-1 relation.

diffusion coefficients derive from the streaming and diffusion
picture of CR transport where the streaming process provides
an additional convective process that transports CRs along
magnetic field lines. Both descriptions are not comparable
to an effective diffusion coefficient e↵ = fcr/(b ·r"cr) that
describes the CR flux resulting from streaming and diffusion
processes effectively in a diffusion-only approximation.

Both, Alfvén wave growth and damping are fast processes
with typical time scales of ⇠ 10 kyr. Hence, we would naively
expect the diffusion coefficient to also reach the steady state
on these time scales. However, near the steady state the typ-
ical and effective time scale of Alfvén wave dynamics can be
slower when damping and growth are nearly balanced. This
leaves the probability of Alfvén waves with associated diffu-
sion coefficients that only fluctuate around the steady state.

In Fig. 8, we find an additional population of CRs with  ⇠
103steady and a broad distribution of diffusion coefficients
that have high  � steady ⇠ 1028cm2 s�1. That particular
sub-population of CRs and their associated Alfvén waves fail
to reach a steady state. Inspecting Fig. 7 we find that the
broad distribution of high  values is caused by Alfvén wave
dark regions and their vicinities where numerical diffusion
causes a decrease of the surrounding Alfvén wave energy. This
causes mixing of Alfvén-wave energies at the interfaces of
dark regions and thus a broadened distribution of CR energy
densities and the corresponding diffusion coefficients.

In Fig. 9 we correlate the simulated diffusion coefficient

 with various quantities using two-dimensional histograms.
We again weight each bin of the histogram with the CR en-
ergy contained to highlight the relevance of each bin for the
CR dynamics. In the left-hand panel of Fig. 9 we compare the
diffusion coefficient with the local CR energy density and also
find distinct diffusion coefficients that correspond to the dis-
cussed steady-state population and Alfvén wave dark regions.
The steady state population contains most of the CRs and has
 ⇠ 1027–1030cm2 s�1 for "cr ⇠ 1035–1043erg pc�3. We find
a weak correlation of  ⇠ 1028cm2 s�1("cr/10

42 erg pc�3)�0.5

with a substantial scatter around the relation by approxi-
mately an order of magnitude. This scaling can be understood
by assuming that the diffusion coefficient of these CRs is near
its steady state value and thus can be described by Eq. (26)
while the typical length scale of CRs in the halo does not
show large variations. In this case,  / "

�0.5
cr directly follows

from Eq. (26). The second population of CRs is characterised
by CR energy densities in the range "cr ⇠ 1040–1043erg pc�3

but with  values that connect the steady-state diffusing CRs
with  ! 1. CRs belonging to the second population reside
in and around the Alfvén wave dark regions. Thus, steady-
state diffusing CRs are not associated with the Alfvén wave
dark regions and are consequently the volume filling popula-
tion.

Correlating  with the magnetic field strength B in the
middle panel of Fig. 9 reveals at most a very weak correla-
tion between these quantities. Both, the volume filling CR
population and the population associated with the Alfvén
wave dark regions are visible. The magnetic field ranges four
orders of magnitude for a given diffusion coefficient  of the
volume filling CR population and thus, we cannot deduce a
clear relation between the two quantities. For the volume fill-
ing population, where  ⇠ steady, this follows from Eq. (26)
because steady does not depend on B.

The right panel of Fig. 9 shows the relation of the diffusion
coefficient with the local mass density ⇢. The two populations
of CRs are also visible and separated from each other. The dif-
fusion coefficient of the volume filling CR population shows
a strong scatter around a weak correlation with mass den-
sity,  ⇠ 1028cm2 s�1(⇢/3⇥ 10�4 mp cm

�3)�0.5. This scaling
is empirical because steady from Eq. (26) does not directly
depend on ⇢. At mass densities that correspond to the halo-
disc interface (⇢ ⇠ 10�3–10�1mp cm�3) the typical diffusion
coefficient is  ⇠ 3⇥ 1027cm2 s�1.

We note that while the diffusion coefficient reaches a steady
state most of the time, this is not the case for the CR flux as
discussed in Section 5.1. This difference is not a contradiction
because the two quantities describe two separate physical pro-
cesses that have different associated timescales. The diffusion
coefficient is a measure for how fast CRs are scattered and its
steady state is set by the balance of wave growth and wave
damping. Consequently, this steady state can be reached on
the timescales of the contributing growth and damping pro-
cesses. The CR flux or the CR transport velocity are measures
of how fast CR energy is transported and its steady state is
mediated by the interaction with Alfén waves. This steady-
state can only be reached on a much longer timescale that
is not only characterised the CR scattering process but also
by the hydrodynamic adjustments of the gradients in CR en-
ergy density, which appears to be the rate-limiting step (see
Eq. 22).
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Figure 8. Comparison of the simulated diffusion coefficient (hor-
izontal axis, defined in Eq. 10) and the steady state diffusion coef-
ficient (vertical axis, defined in Eq. 26) at t = 4 Gyr. The steady
state diffusion coefficient is calculated based on the assumed in-
stantaneous balance between Alfvén wave growth and damping.
We weight each computational cell of the simulation with its CR
energy before binning into this histogram. The grey line corre-
sponds to a 1-to-1 relation.

diffusion coefficients derive from the streaming and diffusion
picture of CR transport where the streaming process provides
an additional convective process that transports CRs along
magnetic field lines. Both descriptions are not comparable
to an effective diffusion coefficient e↵ = fcr/(b ·r"cr) that
describes the CR flux resulting from streaming and diffusion
processes effectively in a diffusion-only approximation.

Both, Alfvén wave growth and damping are fast processes
with typical time scales of ⇠ 10 kyr. Hence, we would naively
expect the diffusion coefficient to also reach the steady state
on these time scales. However, near the steady state the typ-
ical and effective time scale of Alfvén wave dynamics can be
slower when damping and growth are nearly balanced. This
leaves the probability of Alfvén waves with associated diffu-
sion coefficients that only fluctuate around the steady state.

In Fig. 8, we find an additional population of CRs with  ⇠
103steady and a broad distribution of diffusion coefficients
that have high  � steady ⇠ 1028cm2 s�1. That particular
sub-population of CRs and their associated Alfvén waves fail
to reach a steady state. Inspecting Fig. 7 we find that the
broad distribution of high  values is caused by Alfvén wave
dark regions and their vicinities where numerical diffusion
causes a decrease of the surrounding Alfvén wave energy. This
causes mixing of Alfvén-wave energies at the interfaces of
dark regions and thus a broadened distribution of CR energy
densities and the corresponding diffusion coefficients.

In Fig. 9 we correlate the simulated diffusion coefficient

 with various quantities using two-dimensional histograms.
We again weight each bin of the histogram with the CR en-
ergy contained to highlight the relevance of each bin for the
CR dynamics. In the left-hand panel of Fig. 9 we compare the
diffusion coefficient with the local CR energy density and also
find distinct diffusion coefficients that correspond to the dis-
cussed steady-state population and Alfvén wave dark regions.
The steady state population contains most of the CRs and has
 ⇠ 1027–1030cm2 s�1 for "cr ⇠ 1035–1043erg pc�3. We find
a weak correlation of  ⇠ 1028cm2 s�1("cr/10

42 erg pc�3)�0.5

with a substantial scatter around the relation by approxi-
mately an order of magnitude. This scaling can be understood
by assuming that the diffusion coefficient of these CRs is near
its steady state value and thus can be described by Eq. (26)
while the typical length scale of CRs in the halo does not
show large variations. In this case,  / "

�0.5
cr directly follows

from Eq. (26). The second population of CRs is characterised
by CR energy densities in the range "cr ⇠ 1040–1043erg pc�3

but with  values that connect the steady-state diffusing CRs
with  ! 1. CRs belonging to the second population reside
in and around the Alfvén wave dark regions. Thus, steady-
state diffusing CRs are not associated with the Alfvén wave
dark regions and are consequently the volume filling popula-
tion.

Correlating  with the magnetic field strength B in the
middle panel of Fig. 9 reveals at most a very weak correla-
tion between these quantities. Both, the volume filling CR
population and the population associated with the Alfvén
wave dark regions are visible. The magnetic field ranges four
orders of magnitude for a given diffusion coefficient  of the
volume filling CR population and thus, we cannot deduce a
clear relation between the two quantities. For the volume fill-
ing population, where  ⇠ steady, this follows from Eq. (26)
because steady does not depend on B.

The right panel of Fig. 9 shows the relation of the diffusion
coefficient with the local mass density ⇢. The two populations
of CRs are also visible and separated from each other. The dif-
fusion coefficient of the volume filling CR population shows
a strong scatter around a weak correlation with mass den-
sity,  ⇠ 1028cm2 s�1(⇢/3⇥ 10�4 mp cm

�3)�0.5. This scaling
is empirical because steady from Eq. (26) does not directly
depend on ⇢. At mass densities that correspond to the halo-
disc interface (⇢ ⇠ 10�3–10�1mp cm�3) the typical diffusion
coefficient is  ⇠ 3⇥ 1027cm2 s�1.

We note that while the diffusion coefficient reaches a steady
state most of the time, this is not the case for the CR flux as
discussed in Section 5.1. This difference is not a contradiction
because the two quantities describe two separate physical pro-
cesses that have different associated timescales. The diffusion
coefficient is a measure for how fast CRs are scattered and its
steady state is set by the balance of wave growth and wave
damping. Consequently, this steady state can be reached on
the timescales of the contributing growth and damping pro-
cesses. The CR flux or the CR transport velocity are measures
of how fast CR energy is transported and its steady state is
mediated by the interaction with Alfén waves. This steady-
state can only be reached on a much longer timescale that
is not only characterised the CR scattering process but also
by the hydrodynamic adjustments of the gradients in CR en-
ergy density, which appears to be the rate-limiting step (see
Eq. 22).
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Figure 3. Mollweide map of distance from the Sun to the TS from our spherical approximation of the TS passing through the four known points (top). Dashed lines
show latitudes of the Voyagers (V1 and V2) crossings (and hence their disconnections from the TS) and the solid white line shows the B−V plane (defined by the
local interstellar magnetic field (B) and plasma inflow (V ) vectors and orders the external forces on the heliosphere). The spatial distribution of ∼4.3 keV ENA fluxes
observed by IBEX in 2017 (bottom) show that the nearest region of the TS (and heliosheath) is located close to that indicated by the spherical approximation, and not
to the port (left in this image) as would be expected for the transverse tilt of the interstellar field (along the B−V plane).

Figure 4. Schematic representation of the three-dimensional heliosphere. Inside the TS, the solar wind expands radially in all directions, wrapping up the
interplanetary magnetic field into Archimedean spirals (black/white). As shown by McComas & Schwadron (2006), the blunt TS geometry produces a
characteristically variable geometry with increasing perpendicular shock geometries and longer connection times for particle acceleration as the connection point
moves back tailward along the TS (red). Beyond the TS, V1 and V2 were magnetically connected (yellow “Connection Region”) farther back along the flanks of the
TS until the magnetic flux tube each was on disconnected from the farthest point back on the shock. The two TS crossing points and two disconnection points define a
sphere that observationally determines the overall size and location of the TS for the first time. This spherical approximation for the TS has a radius of 117 au and is
centered at {x, y, z}={−32, 12, 27} au in the coordinate system shown.
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99% nuclei (～ 89% protons, ～ 10% He, ～ 1% heavier nuclei) + 1% electrons 
spallation reaction products in the interstellar medium

cosmic-ray composition vs. solar abundances
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99% nuclei (～ 89% protons, ～ 10% He, ～ 1% heavier nuclei) + 1% electrons 
spallation reaction & products in the interstellar medium

cosmic-ray composition vs. solar abundances
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steady state between source input and loss + escape 

spallation reactions in the ISM 
secondary source input 

secondary spallation losses 

steady state 

ISM grammage crossed  before escape:     

2dary/1ary ratio 

X ≈ 10 g/cm2  or NH ≈ 4 1024 cm-2 
radioactive secondaries : CR clocks 
Tesc ≈ 10-20 Myr

x(p) = nISM β(p)c Tesc(p)

simplest leaky box model
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mean uniform diffusion coefficient in the Milky Way

1D - 2D - 3D diffusion codes

!

κ(GeV/n) ≈ 1028−29 cm2/s, lscat ≈ 3κ/c ∼ 1 pc



but 2 classes of CR primaries, with secondary contamination 
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cosmic-ray power
total power ≥ GeV  

from spallation residence time   
grammage  

MISM = 1010 M⨀ ≈ 2 1040 kg, Xcr ≈ 102 kg/m2 

total Milky Way CR power from GALPROP diffusion model  
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AZ+ + e±  probed in γ rays 
Fermi LAT > GeV 

e± probed by radio synchrotron 
30 haloes piled-up by Chan-ges
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radio tracing difficulties
BISM ≈ 2 - 20 μG, νradio = 0.1-10 GHz => 0.1 ≤ Ee ≤ 50 GeV in the unknown spectral range where significant change in slope 
B⟂ variations along the line of sight and in the telescope beam

408 MHz
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collapse of “elongated” clouds along B with  and mass   

virial equilibrium    and magnetic flux :    

equipartition between magnetic and kinetic (thermal+turbulent) energy densities :  

why don’t we see the dense clouds in synchrotron emission ?

h∥ > R⊥ M ∝ ρR2h
c2

s ∝ Φg ∝ ρh2 BR2 = cte ⇒ B ∝ cs ρ1/2

B2

2μ0
∝ ρ σ2

v ⇒ B ∝ σv ρ1/2

long-lived radio tracing problem

γ rays τ353GHz dust 408 MHz



long-lived cosmic-ray radial gradient problem
few-GeV to TeV CR nuclei flux:   

Galactic profile at variance with transport models 
firm inference from the comparison between the dust & γ-ray skymaps 
increased δB/B in spiral arms => smaller κ// and larger κ⟂? large amount of outer-disc dark gas? 

∫ ngasnCR dl

∫ ngas
Md

Mgas
κ0 ( ν

ν0 )
β

Bν(Td) dl

☹



cosmic-ray spectral gradient ?
slight hardening in the inner Galaxy ? 

source contamination? target gas closer to CR sources?  
more advection (wind) less diffusion, D(R, B(R)) variations?  
diffuse emission modelling too smooth?

JCAP10(2018)045

Figure 3. Radial distribution of the gamma-ray emissivity per H atom. The emissivity is integrated
over the 1–100 GeV range: this quantity is a proxy to the total CR flux. Previous studies mentioned
in the text are shown for comparison: we notice that ref. [5] provide the emissivity per H atom at
2 GeV. The result associated to the first radial bin, corresponding to the inner Galactic bulge, is less
reliable for several reasons discussed in the text, and is therefore grayed out in the plot.
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Acero et al. (2016)

Yang et al. (2016)

�0 2-220 GeV (this study)

Figure 4. Spectral index of the hadronic emission for di↵erent Galactocentric rings. We show the
spectral index fitted as explained in the text from 2–220 GeV compared to the trend found in [5, 6].
Horizontal error bars indicate bin width in R and vertical error bars are 68% credible intervals.

the emcee package [27] to sample the posterior distribution of the power-law index. The
mean and 68% credible intervals of the best-fit power-law is shown in figure 2 for every
Galactocentric annulus.

A trend of hardening spectra towards the inner Galaxy is already apparent in figure 2.
The black points and the best-fit power-law index (the red line) are clearly harder than the
reference power-law with index of 2.7, which is the observed slope of the local CR emis-
sion [e.g., 28, 29].

– 8 –

Pothast+ 2018

Acero+2016

don’t bet yet on CR hardening 
in the molecular ring



cosmic-ray vertical gradient

γ-ray measurements of the local CR flux with height 
1D curve advection+diffusion : H = 4.5 ± 0.2 kpc 

AMS-02 2nd/1ary spectra 
USINE modelling with advection+reaccel+diffusion  

or pure diffusion H = 5 +3-2 kpc 
DRAGON modelling H = 7.5 +1.13-0.95 kpc 

transport changes with height above the Galactic disc?

advection 
+diffusion 

H = 4.5 ± 0.2 kpc

self+ISM 
diffusion 
Evoli+ 2018

Joubaud+20

important assessment for vertical gas 
outflows in galaxy evolution 

above a reasonably quiet disc : hopefully 
wind in the central regions : extreme 

challenge

Weinrich+20

de la Torre Luque+22

Joubaud+20



CR obstacle course in clouds
gas filament alignment // B lines in diffuse HI 
B turns to ⟂ or mess in dense gas 

obstacle course  
if self-excited diffusion 

1 GeV CR shadows 
CR loss < factor 2 to 5 
large <B>-dependent factors 
if plasma   B lines are draped around the dense clouds and most CRs follow 

the inter-cloud “escape” ways 

energy-dependent shadows/enhancements  
should vanish above several GeV in energy 

β = Pth/PB ≫ 1

Cesarsky & Völk 1978. 
Skilling & Strong 1976 

Schlickeiser et al. 2016 
Bustard & Zweibel 2021

MA < 1

gas flow or shock

filament ⟂ <B> 
ordered <B>

bottleneck 
vA ↓  as ρ ↑ ↑ xion ↓

κ×100 
neutral  
damping

mirror 
depression

bottleneck 
 vA(out,large fion)

< vA(in, low fion)
MA > 1 filament // <B> 

tangled <B>

κ(tangled B)

Planck 2016 XXXV

How Cosmic Rays Navigate the Multiphase ISM 17

Figure 11. Snapshots at t = 40 Myrs for the ISM setup with B = 5 µG, mean density = 1.0 cm�3, and (L, ↵) = (5, 1.5).
Left panels: Fully ionized assumption (fmin

ion = 1.0), Right panels: Plasma-based transport included (fmin
ion = 10�4). The top

panel shows cosmic ray energy density and density contours of 1 and 10 cm�3, which shows clear variations in how cosmic
rays preferentially penetrate or flow around cold clouds. The second row shows vionA , followed by gas temperature, collisionless
energy loss rate (|vionA · rPCR|), and collisional (/ eCRngas) loss rate, again with dashed contours showing densities of 1
and 10 cm�3. Collisionless heating at the cloud interfaces is apparent in both transport cases, while collisional energy loss
is preferentially higher in dense gas when plasma-based transport is included. A video version of this figure can be found at
https://bustardchad.wixsite.com/mysite/visualizations
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vion
A = B

4πρion

CR loss to waves 
∝ vion

A ⋅ ∇∥PCR

nH = 1, 10 cm-3 contours

pp+Coulomb  
losses 
∝ eCR ngas

CR flux 
shadows  
at 1 GeV

add dust  
charges !

Bustard & Zweibel 2021

β = Pth /PB = 3



penetration of few-GeV-TeV cosmic rays inside clouds
obs: no spectral deviations seen across the HI, DNM, and H2 gas phases down to pc scale

0
1
2

0
1
2

0
1
2

0
1
2

q H
/q

H
I [a

rb
itr

ar
y 

un
its

]

0
1
2

log(E
.
) [eV] 

8 9 10

log(E
.
) [eV] 

8 9 10

0
1
2

log(E
.
) [eV] 

8 9 10

log(E
.
) [eV] 

8 9 10

qCO qDNM qCO qDNM

G
re

ni
er

, S
tr

on
g 

&
 B

la
ck

 2
01

5
≈ uniform + grey penetration at the current 

precision for CRs > few GeV 
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avoided cold clouds and squeaked through the cracks. As in the
2D, single-cloud simulations, for an initial plasma β = 1.6,
magnetic field line warping plays only a limited role, meaning
most cosmic rays are eventually forced into the clouds (and
additionally, accelerate the clouds). When accounting for

ionization-dependent transport, cosmic rays leak into the dense
cores and quickly reappear on the other side. As in Figure 5,
there are sharp steps in cosmic-ray energy at cloud edges, both
at the front and the back edges in the = -f 10ion

min 4 case, as each
interface induces a bottleneck.

Figure 12. Same as Figure 11 but with B = 1 μG instead of 5 μG. Magnetic field lines now warp around the cold clumps, squeezing cosmic rays through the gaps in
the ISM instead of funneling them through clouds. This effect dominates over differences in transport, as the left and right columns (varying fion

min) now show smaller
differences. Also note that, compared to the B = 5 μG simulations shown in Figure 11, there is now a larger buildup of cosmic-ray pressure that more effectively
accelerates the gas column. This is especially true for the hot gas, which gets pushed out by the cosmic rays sweeping through the underdense channels. An animated
version of this figure, showing the evolution of these panels from t = 1–100 Myr, is available in the HTML version of this article.

(An animation of this figure is available.)
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β = Pth /PB = 75



cosmic-ray uniformity in the Local Valley
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MA > 1 
large κ// 
κ// ≈ κ⟂ 

MA ≲ 1 
low κ// 
κ// ≫ κ⟂ 

Voss+ 2010

Orion-Eridanus: 
10 SNe over 12 Myr 
still 62 stars ≥ 8 M⨀ 

CR flux in the local ISM  
= near the heliosphere? 

why only small differences in flux?  
why no change in spectrum?



a local cosmic-ray puzzle
γ-ray emissivity from CR interactions per gas nucleon in Reticulum  

consistent with the local average over a few 100 pc
BIBEX 50° @ 103 au

Zirnstein+16BPlanck 24°±5°   
Planck+16 XLIV
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across the Local Valley 
along B tubes 

quasi perpendicular to BLIMF



two comparable HI filaments
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two comparable HI filaments
on 1 pc scale BIBEX 50° @ 103 au

Zirnstein+16BPlanck 24°±5°   
Planck+16 XLIV
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in both clouds

ptherm/pB ≈ 0 . 3 − 3

δvEri ≈ 2 δvRet 
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no clear contrast with star formation activity
super-Alfvénic arm (tangled B, isotropic κ ) vs interarm sub-Alfvénic (stiff B, anisotropic κ) 
more supernova sources 

yet same average spectrum …
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Fermi I acceleration by a series (in space & time) of SN shock waves 
Fermi II re-acceleration by stellar winds and reflected shocks 
expansion losses & radiative losses 

CR composition =>   
19+11-6 % of accelerated nuclei from OB+SN ejecta  
+ 81 % accelerated from ISM gas

bubbling cosmic-ray nurseries

N44 in LMC 
opt IR X

Murphy+2016



Enrico Fermi and Frank Capra 1957: A strange case of cosmic rays



resolved in γ rays

two cases of bubbling cosmic-ray nurseries

γ Cyg

Cyg OB2

NGC 
6910

Cygnus X

CGPS/IRAS 74 cm  

21 cm 60 μ 25 μ 

Fermi Orion-Eridanus

OB stars SN/Myr R [pc]

Cyg X 143 6 50

Eridanus 62 +48 1 100

no hard γ rays,   or   & %E−2.7
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super rays 
to weigh interstellar gas



coupling total gas tracers
γ rays if uniform CR flux (> few GeV) across the HI and H2 phases of a given cloud complex 
dust if uniform dust emission opacity τ353/NH 
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dust grain evolution
changes in dust properties per gas nucleon 

large increase in emission opacity τ353GHz/NH 

modest increase in specific reddening E(B-V)/NH 

RDG = dust-to-gas mass ratio 
κ = emission cross section 
Qext = extinction efficiency  

 

agr = grain radius 
ρgr = grain mass density
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with care. Hence, the amplitude of the opacity rise in the HI and
DNM phases significantly contrasts with the small variations in
E(B � V)/NH ratio.

Figure 11 shows that the increase in emission opacity and
in specific reddening both relate to an increase in � index and a
decrease in colour temperature. Recent theoretical studies (e.g.
Ysard et al. 2015, 2016; Köhler et al. 2015) suggest that the spec-
tral changes in � relate to gas density-dependent processes and
that the variations in opacity, � index, and colour temperature are
closely connected. According to Jones et al. (2017), the carbon
and silicate grains in the diffuse ISM have H-poor, aromatic-
rich carbonaceous mantles. Their optical properties correspond
to the low �, large temperature (&20 K), and low opacity part
in Fig. 11b. By accretion of C and H atoms from the gas phase,
an additional H-rich amorphous carbon mantle forms on the sur-
face of grains. This mantle is aromatised in regions well exposed
to UV radiation, and more aliphatic in attenuated regions. The
change in thickness and composition of the mantle induces a
large increase by typically 0.3 in � index, as well as a dou-
bling of the emission opacity (emissivity), causing the grain
equilibrium temperature to drop by ⇠2 K. The changes in opac-
ities and temperatures found in the anti-centre clouds suggest
that the accretion and evolution of the additional mantle would
occur primarily in the dense HI and DNM phases, which corre-
spond in Fig. 11d to the green-to-orange zones and to the red
zone (at � < 1.65 and 17 < Tdust < 18.5 K). The amplitudes
of the variations in ⌧353/NH and Tdust are compatible with the
model predictions, but for a smaller change in � index in the
observations.

At UV and optical wavelengths, the extinction efficiency
factor (defined as the sum of the absorption and scattering effi-
ciency) tends to the limit Qext = Qabs + Qsca = 2 for grain sizes
larger than 0.1 µm (Bohren & Huffman 1983; Desert et al. 1990).
This condition is verified in the model of Köhler et al. (2015)
as they find Qabs ⇠ Qsca ⇠ 1 up to 0.6 µm in wavelength for
all the grains larger than 0.11 µm and the aggregates larger
than 0.17 µm. Mantle accretion does not significantly change the
size of the grains; it induces only a 10% increase in RV, from
3.5 ± 0.2 to 3.9 ± 0.2, and a less than 20% increase in extinc-
tion efficiency at B and V wavelengths (Köhler et al. 2015).
Such constraints are compatible with the small dispersion in
E(B � V)/NH found in the atomic and DNM phases of the anti-
centre clouds. Deviations by ±30% suggest that the population of
large grains is rather stable in size distribution, absorption cross
section, and in proportion to the gas mass across those phases
(see Eq. (5)). Thus the three-to-six fold increase in emission
opacity (Eq. (2)) would primarily be due to a change in grain
emissivity ⌫ caused by mantle accretion in the dense HI and
diffuse H2 media, rather than to an increase in dust-to-gas mass
ratio, RDG.

Schlafly et al. (2016) selected 37 000 stars with stellar param-
eters estimated from the APOGEE spectroscopic survey and
used Pan-STARRS 1 photometry to constrain the extinction
curve from optical to infrared wavelengths and to derive the RV
factor. Up to ⇠2 mag in reddening, their values of RV vary in
the 3.1–3.5 range around a mean of about 3.3 which is lower
than the model prediction. The observed factors do not system-
atically increase with reddening in this range. The amplitude of
these RV variations is consistent with the dispersion we measure
in E(B � V)/NH in the diffuse anti-centre clouds. Schlafly et al.
(2016) further note that larger RV values relate to lower � indices,
at variance with the model of Köhler et al. (2015), but compati-
ble with the decrease in E(B � V)/NH and E(B � V)/⌧353 we see
in Fig. 11 towards the lowest � indices and largest temperatures.

Fig. 11. Evolution of the eE(B � V)/NH � specific reddening (top panel),
e⌧353/NH � opacity (second panel), relative variation in the eE(B � V)/e⌧353
ratio (third panel), and in total gas column density NH � derived from
interstellar � rays (bottom panel), in 0.�375-wide bins, as a function of the
colour temperature, Tdust, and spectral index, �, of the thermal dust emis-
sion. The tilde quantities have been convolved with the LAT response
for an interstellar spectrum. The variations in the eE(B � V)/e⌧353 ratio
are given with respect to the mean value of 1.49 ⇥ 104 mag found from
quasar colours through diffuse atomic clouds (Planck Collaboration XI
2014).
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Figure 8. Logarithmic maps of the CO-to-H2 conversion factor,
XCO = NH2/WCO, for the three models: ↵ = 0.5 (top), 2.0
(middle) and 8.0 (bottom). The average XCO-factor values are
given in Table 5. We see that only the inner parts of the cloud
yield the canonical XCO-factor value on average, while the outer
cloud regions exhibit significantly larger XCO values.

et al. 2013). Moreover, conditions in the Galactic Center
are somewhat similar to those found in ULIRGs, and there
is considerable observational evidence that XCO is smaller
in ULIRGs than in normal spiral galaxies (see e.g. the de-
tailed discussion in Bolatto et al. 2013). So far, we are still
missing a reliable picture of the XCO-factor in di↵erent (and
extreme) physical environments.

In the following, we evaluate the XCO-factor for our
three ↵ models and list our results in Table 5. For the first
factor given in Table 5,XCO, we use all available pixels in the
maps, while the second factor, XCO,thresh, only includes pix-

Model XCO XCO,thresh

[cm�2 K�1 km�1 s] [cm�2 K�1 km�1 s]

GC-0.5-1000 4.0⇥ 1020 3.9⇥ 1020

GC-2.0-1000 3.0⇥ 1020 2.6⇥ 1020

GC-8.0-1000 1.8⇥ 1020 1.3⇥ 1020

Table 5. Values of the CO-to-H2 conversion factor, relating the
amount of 12CO (J = 1 ! 0) emission WCO to the H2 column
density NH2 for all our ↵ runs. The first factor XCO uses all
available pixels in the maps, while the second factor XCO,thresh

only includes pixels where the velocity-integrated intensity for
carbon monoxide is larger than the corresponding threshold given
in Table 3. Thus, XCO,thresh only accounts for regions with a
significant amount of CO emission in the cloud.

els where the velocity-integrated intensity for carbon monox-
ide is larger than the corresponding threshold given in Table
3. These are 1.0, 0.3 and 0.1Kkm s�1 for the models with
↵ = 0.5, 2.0 and 8.0. Thus, XCO,thresh only accounts for re-
gions with a significant available amount of CO emission in
the cloud, as illustrated in Fig. 4.

We find similar values for the CO-to-H2 conversion fac-
tor in Table 5, ranging from ⇠ 1�4⇥1020 cm�2 K�1 km�1 s.
However, the values of XCO are slightly larger than the val-
ues of XCO,thresh. This is because XCO,thresh only includes
pixels in the map that have a significant amount of CO line
emission and so the average CO-to-H2 conversion factor is
lower. Nevertheless, our estimates are in good agreement to
estimates of the canonical XCO-factor in the Milky Way.
However, we again emphasize that our Nelson & Langer
(1997) network overestimates the rate at which CO forms
(see also Section 2.1) and hence we expect that our XCO-
factors listed in Table 5 are lower limits.

Furthermore, we show logarithmic maps of the XCO-
factor for all our ↵ models in Fig. 8. We find significantly
di↵erent values for the inner and the outer parts of the
clouds. While the inner cloud regions reproduce the canoni-
calXCO-factor value on average, we find that the outer cloud
regions exhibit significantly larger XCO values compared to
the canonical one. This is because the carbon monoxide is
photodissociated at the edges of our clouds by the strong
ISRF, leading to an increase in XCO. In contrast, the molec-
ular CO is better able to self-shield in the dense parts of the
cloud and hence we observe that those regions fairly repro-
duce the canonical value.

4 SUMMARY AND CONCLUSIONS

In this paper we have analyzed synthetic images of MCs in a
CMZ-like environment. For this purpose, we have performed
numerical simulations of model clouds with the moving mesh
code Arepo (Springel 2010) using environmental properties
comparable to those experienced by typical CMZ clouds. We
adopted values for the interstellar radiation field (ISRF) and
the cosmic-ray flux (CRF) that are a factor of ⇠ 1000 larger
than the values measured in the solar neighbourhood (Clark
et al. 2013). We simulated clouds with an initial number den-
sity of n0 = 103 cm�3 and studied the impact of di↵erent
virial ↵ parameters of ↵ = 0.5, 2.0 and 8.0. The total cloud
mass was set to a constant value of Mtot = 1.3 ⇥ 105 M�.
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Figure 8. Logarithmic maps of the CO-to-H2 conversion factor,
XCO = NH2/WCO, for the three models: ↵ = 0.5 (top), 2.0
(middle) and 8.0 (bottom). The average XCO-factor values are
given in Table 5. We see that only the inner parts of the cloud
yield the canonical XCO-factor value on average, while the outer
cloud regions exhibit significantly larger XCO values.
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is considerable observational evidence that XCO is smaller
in ULIRGs than in normal spiral galaxies (see e.g. the de-
tailed discussion in Bolatto et al. 2013). So far, we are still
missing a reliable picture of the XCO-factor in di↵erent (and
extreme) physical environments.

In the following, we evaluate the XCO-factor for our
three ↵ models and list our results in Table 5. For the first
factor given in Table 5,XCO, we use all available pixels in the
maps, while the second factor, XCO,thresh, only includes pix-
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Table 5. Values of the CO-to-H2 conversion factor, relating the
amount of 12CO (J = 1 ! 0) emission WCO to the H2 column
density NH2 for all our ↵ runs. The first factor XCO uses all
available pixels in the maps, while the second factor XCO,thresh

only includes pixels where the velocity-integrated intensity for
carbon monoxide is larger than the corresponding threshold given
in Table 3. Thus, XCO,thresh only accounts for regions with a
significant amount of CO emission in the cloud.

els where the velocity-integrated intensity for carbon monox-
ide is larger than the corresponding threshold given in Table
3. These are 1.0, 0.3 and 0.1Kkm s�1 for the models with
↵ = 0.5, 2.0 and 8.0. Thus, XCO,thresh only accounts for re-
gions with a significant available amount of CO emission in
the cloud, as illustrated in Fig. 4.

We find similar values for the CO-to-H2 conversion fac-
tor in Table 5, ranging from ⇠ 1�4⇥1020 cm�2 K�1 km�1 s.
However, the values of XCO are slightly larger than the val-
ues of XCO,thresh. This is because XCO,thresh only includes
pixels in the map that have a significant amount of CO line
emission and so the average CO-to-H2 conversion factor is
lower. Nevertheless, our estimates are in good agreement to
estimates of the canonical XCO-factor in the Milky Way.
However, we again emphasize that our Nelson & Langer
(1997) network overestimates the rate at which CO forms
(see also Section 2.1) and hence we expect that our XCO-
factors listed in Table 5 are lower limits.

Furthermore, we show logarithmic maps of the XCO-
factor for all our ↵ models in Fig. 8. We find significantly
di↵erent values for the inner and the outer parts of the
clouds. While the inner cloud regions reproduce the canoni-
calXCO-factor value on average, we find that the outer cloud
regions exhibit significantly larger XCO values compared to
the canonical one. This is because the carbon monoxide is
photodissociated at the edges of our clouds by the strong
ISRF, leading to an increase in XCO. In contrast, the molec-
ular CO is better able to self-shield in the dense parts of the
cloud and hence we observe that those regions fairly repro-
duce the canonical value.

4 SUMMARY AND CONCLUSIONS

In this paper we have analyzed synthetic images of MCs in a
CMZ-like environment. For this purpose, we have performed
numerical simulations of model clouds with the moving mesh
code Arepo (Springel 2010) using environmental properties
comparable to those experienced by typical CMZ clouds. We
adopted values for the interstellar radiation field (ISRF) and
the cosmic-ray flux (CRF) that are a factor of ⇠ 1000 larger
than the values measured in the solar neighbourhood (Clark
et al. 2013). We simulated clouds with an initial number den-
sity of n0 = 103 cm�3 and studied the impact of di↵erent
virial ↵ parameters of ↵ = 0.5, 2.0 and 8.0. The total cloud
mass was set to a constant value of Mtot = 1.3 ⇥ 105 M�.
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coupling total gas tracers
γ rays if uniform CR flux (> few GeV) across the HI and H2 phases of a given cloud complex 
dust if uniform dust emission opacity τ353/NH 
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coupling total gas tracers
γ rays if uniform CR flux (> few GeV) across the HI and H2 phases of a given cloud complex 
dust if uniform dust emission opacity τ353/NH 
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γ rays if uniform CR flux (> few GeV) across the HI and H2 phases of a given cloud complex 
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log(ÃV Q)

L
at

it
u

d
e 

[d
eg

] 

-35

-30

-25

-20

-15

-10

-6

-5.5

-5

-4.5

-4

log(τ
353

)

-6

-5.5

-5

-4.5

-4
log(τ̃353)

Longitude [deg]
280290300310320

L
at

it
u

d
e 

[d
eg

] 

-35

-30

-25

-20

-15

-10

-7

-6.5

-6

log(R)

Longitude [deg] 
280290300310320

-7

-6.5

-6

log(R̃)

AnticentreChamaeleon
1.

0.5

0.

lo
g(

N
IS

M
γ

)

R
em

y+
 2

01
7

Pl
an

ck
+F

er
m

i 2
01

5 
X

V
III

NH(HI DNM CO) 
0.4 ≲ AV ≲ 2.5

Fermi

Planck +IRAS



dark neutral medium
NHDNM rather independent of the dust tracer coupled to the γ rays 
not due to CO sensitivity threshold 

CO in absorption
L

at
it

u
d
e 

[d
eg

] 

DNM
E(B−V)

−50

−40

−30

−20

−10

Longitude [deg] 

L
at

it
u
d
e 

[d
eg

] 

DNM
τ

353

 

 

140150160170180190

−50

−40

−30

−20

−10

log(N
H

DNM
) [cm

−2
]

20.5 21 21.5 22

L
at

it
u
d
e 

[d
eg

] 

DNM
E(B−V)

−50

−40

−30

−20

−10

Longitude [deg] 

L
at

it
u
d
e 

[d
eg

] 

DNM
τ

353

 

 

140150160170180190

−50

−40

−30

−20

−10

log(N
H

DNM
) [cm

−2
]

20.5 21 21.5 22

Re
m

y+
 2

01
8b

Anticentre

4 1013 ≲ N(CO) ≲ 1.2 1015 cm−2 ⇒ 0.04 ≲ W(CO) ≲ 1.2 K km/s Liszt+  2019

WCO > 1 K km/s



dark HI-H2 transition…..
at pc scale in nearby clouds: 

HI to DNM transition at NH = (8.0 ± 0.6) 1020 H/cm2  
        or AV = 0.4 ± 0.03 mag 

DNM spans the CO-dark H2 range in AV  
DNM fractions < 30% because NHtot includes the extended WNM HI envelopes

A
nticentre+Cham

aeleon
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Fig. 5. Evolution with N tot
H of the fractions of the total hydrogen column density in the H i (top left), DNM (top right), CO (bottom left), and

COsat (bottom right) components. The number of points is the same for all the curves. The points are equally spaced between the minimum and
maximum of each profile. The colors refer to the same clouds as in Fig. 1.
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(bottom right) components. The colors refer to the same clouds as in Fig. 1.
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not purely thick HI 
dust excesses cannot be explained by opt-thick CNM HI column densities => dust evolution 

small contribution from thick HI 
unrealistic pressures if thick HI blobs
6 Murray et al.
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Figure 4. Map of Rdust (Equation 6) for the full GALFA-HI sky, masked according to Section 2.2. Pixels with undefined Rdust

(i.e., ⌧dust  0.2) are also masked. The positions of the 121/151 available ⌧HI LOS within the GALFA-HI FOV are overlaid as
crosses with colors corresponding to RHI (Equation 4).

Figure 5. Comparing R from direct measurement of ⌧HI

(RHI; Equation 4) for the 72 ⌧HI LOS within the unmasked
GALFA-Hi sky, and inferred from dust emission (Rdust;
Equation 6). Rdust=1.3, above which we observe no RHI,
is plotted as a blue dashed line. Gray crosses illustrate the
results of a parallel analysis of the same data at LAB survey
resolution.

of a more descriptive term — must be to account for
the discrepancy between Rdust and RHI. From Pois-
son statistics, the probability of observing RHI>1.3 zero
times in 51 LOS is < 10% with 99% certainty. We con-
servatively assume that this value (10%) is the maximum
blob covering fraction. A Planck 353 GHz pixel is 4.90

across, and therefore a blob covering 10% of a pixel area
is at most 1.550 across. Each blob must account for the
missing N(HI) in 10% of the area, and therefore the col-
umn density through a blob must be ten times higher
than for 100% covering factor. For the 51 LOS with
Rdust>1.3, these blobs have necessary column densities
from 8⇥ 1020 cm�2 to 8⇥ 1022 cm�2 with a mean value
of 8⇥1021 cm�2. As distances are di�cult to determine,

we use a conservative estimate of the Hi scale height of
200 pc (Dickey & Lockman 1990) to compute a typical
blob distance of 200/ sin |42�| = 300 pc, where 42� is the
median blob latitude. Assuming the blobs have no pre-
ferred orientation and that they are no deeper than they
are across, their diameters are 0.13 pc with an average
proton density of 19, 000 cm�3 and volume filling frac-
tion of < 4 ⇥ 10�4. To estimate the minimum pressure
of these blobs, we assume the coldest known tempera-
ture for Galactic Hi-only clouds: 17 K (Heiles & Troland
2003b; Peek et al. 2011a, the Local Leo Cold Cloud;).
Assuming an ideal gas in local thermodynamic equilib-
rium, this temperature yields a minimum blob pressure
of P/kB = 3.2 ⇥ 105 K cm�3.

In Figure 6 we display a histogram of the minimum
inferred pressures for all 52 blobs under the same as-
sumptions as above. The observed mass fraction of Hi
at these high pressures (i.e., & 105) is exceedingly small
(⇠ 0.05%) and typical pressures are orders of magni-
tude lower, ⇠ 3800 K cm�3 (Jenkins & Tripp 2011). So,
the blobs would expand to reach pressure equilibrium
with their surroundings within a sound-crossing time,
⇠ 20, 000 years, without some containment mechanism.

Although “tiny scale atomic structures” (TSAS) have
been inferred from opacity variations on tens of AU
scales with �⌧HI . 0.5 (e.g., Brogan et al. 2005; Lazio
et al. 2009), the required blob column densities to ex-
plain Rdust> 1.3 are orders of magnitude higher than
observed for TSAS, and these structures must be short-
lived with small overall mass fraction (e.g., < 10%;
Dickey & Lockman 1990). Furthermore, although ge-
ometrical arguments — for example, the end-on align-
ment of curved filaments or sheets — may explain
anomalous inferred properties of TSAS (e.g., Heiles
1997), the same arguments break down under the re-
quirement that blob column densities are 100⇥ larger
than for typical TSAS and ⇠ 10⇥ larger than for cold
neutral Hi (typically ⇠ 1020 cm�2).

6 Murray et al.

Figure 4. Map of Rdust (Equation 6) for the full GALFA-HI sky, masked according to Section 2.2. Pixels with undefined Rdust

(i.e., ⌧dust  0.2) are also masked. The positions of the 121/151 available ⌧HI LOS within the GALFA-HI FOV are overlaid as
crosses with colors corresponding to RHI (Equation 4).
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Figure 5. Comparing R from direct measurement of ⌧HI

(RHI; Equation 4) for the 72 ⌧HI LOS within the unmasked
GALFA-Hi sky, and inferred from dust emission (Rdust;
Equation 6). Rdust=1.3, above which we observe no RHI,
is plotted as a blue dashed line. Gray crosses illustrate the
results of a parallel analysis of the same data at LAB survey
resolution.

of a more descriptive term — must be to account for
the discrepancy between Rdust and RHI. From Pois-
son statistics, the probability of observing RHI>1.3 zero
times in 51 LOS is < 10% with 99% certainty. We con-
servatively assume that this value (10%) is the maximum
blob covering fraction. A Planck 353 GHz pixel is 4.90

across, and therefore a blob covering 10% of a pixel area
is at most 1.550 across. Each blob must account for the
missing N(HI) in 10% of the area, and therefore the col-
umn density through a blob must be ten times higher
than for 100% covering factor. For the 51 LOS with
Rdust>1.3, these blobs have necessary column densities
from 8⇥ 1020 cm�2 to 8⇥ 1022 cm�2 with a mean value
of 8⇥1021 cm�2. As distances are di�cult to determine,

we use a conservative estimate of the Hi scale height of
200 pc (Dickey & Lockman 1990) to compute a typical
blob distance of 200/ sin |42�| = 300 pc, where 42� is the
median blob latitude. Assuming the blobs have no pre-
ferred orientation and that they are no deeper than they
are across, their diameters are 0.13 pc with an average
proton density of 19, 000 cm�3 and volume filling frac-
tion of < 4 ⇥ 10�4. To estimate the minimum pressure
of these blobs, we assume the coldest known tempera-
ture for Galactic Hi-only clouds: 17 K (Heiles & Troland
2003b; Peek et al. 2011a, the Local Leo Cold Cloud;).
Assuming an ideal gas in local thermodynamic equilib-
rium, this temperature yields a minimum blob pressure
of P/kB = 3.2 ⇥ 105 K cm�3.

In Figure 6 we display a histogram of the minimum
inferred pressures for all 52 blobs under the same as-
sumptions as above. The observed mass fraction of Hi
at these high pressures (i.e., & 105) is exceedingly small
(⇠ 0.05%) and typical pressures are orders of magni-
tude lower, ⇠ 3800 K cm�3 (Jenkins & Tripp 2011). So,
the blobs would expand to reach pressure equilibrium
with their surroundings within a sound-crossing time,
⇠ 20, 000 years, without some containment mechanism.

Although “tiny scale atomic structures” (TSAS) have
been inferred from opacity variations on tens of AU
scales with �⌧HI . 0.5 (e.g., Brogan et al. 2005; Lazio
et al. 2009), the required blob column densities to ex-
plain Rdust> 1.3 are orders of magnitude higher than
observed for TSAS, and these structures must be short-
lived with small overall mass fraction (e.g., < 10%;
Dickey & Lockman 1990). Furthermore, although ge-
ometrical arguments — for example, the end-on align-
ment of curved filaments or sheets — may explain
anomalous inferred properties of TSAS (e.g., Heiles
1997), the same arguments break down under the re-
quirement that blob column densities are 100⇥ larger
than for typical TSAS and ⇠ 10⇥ larger than for cold
neutral Hi (typically ⇠ 1020 cm�2).
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diffuse H2 around the Chamaeleon
very faint CO 
diffuse H2 accounts for the whole DNM gas along most sightlines 

no reservoir of dark H2 undetected 

challenges:  
find more mm-bright background sources 
join absorption observations in HI and molecules (=> radio+mm bright sources)

Liszt+ 2019

N(HCO+)/N(H2) = 3 10-9 

+ FUSE

4 1013 ≲ N(CO) ≲ 1.2 1015 cm−2 ⇒ 0.04 ≲ W(CO) ≲ 1.2 K km/s

A&A proofs: manuscript no. HSL-PMonnier
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Fig. 5. N(DNM) plotted against EB−V (top) and 2N(H2) (bottom). Larger
symbols represent sightlines where WCO>∼ 1 K-km s−1.

summarized in Table 3 show 6 detections with WCO > 1 K-
km s−1, 12 detections with WCO < 1 K-km s−1, and ten upper
limits at levels WCO < 0.1−0.2 K-km s−1 (see Table 1 for values
of upper limits and Figure 3 for a graphical representation of the
data). HCO+ was detected along all of these sightlines, and the
three subsamples respectively represent fractions 0.66, 0.26, and
0.08 of the total amount of H2.

Thus, a survey with a detection limit of 1 K-km s−1 would
detect approximately two-thirds of the molecular gas along these
diffuse and/or translucent lines of sight, and a much increased ef-
fort to reduce the detection limit to 0.2 K-km s−1 might find an-
other one-fourth of the H2. Comparable reductions in the fraction
of undetected H2 with increasing CO sensitivity down to rms lev-
els ∆WCO ≈ 0.1 K-km s−1 were achieved by Donate & Magnani
(2017). Missing one-third of the H2 at the 1 K-km s−1 threshold
is consistent with the dark gas fraction derived by Wolfire et al.
(2010) and Gong et al. (2018).
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Fig. 6. N(DNM) plotted against N(H2) for sightlines lacking detected
CO emission in the analysis of Remy et al. (2018). Shown are loci at
which the number of H nuclei in H2 is 50, 100, and 200% of that in
DNM.
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for N(H2) cm−2 and N(H2)/WCO ( cm−2 (K-km s−1)−1) are read on the
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of sightlines in each bin is shown as in Figure 3 and the count is carried
separately for WCO at low EB−V. The light gray dashed line is a power-
law fit N(H2) = 1021.0973EB−V

1.335.

4.3. The wider view

In Section 4.2 we note that two-thirds of the H2 was found along
the sightlines with WCO > 1 K-km s−1 and that a deeper survey
with a detection limit of 0.2 K-km s−1 would have found another
25% of the H2. At this point we can ask how the results of this
sparse sampling are reflected in the region as a whole. We drew
a hull around the observed anticenter sightlines, as shown in Fig-
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no CO detection 
in absorption



DNM fractions with cloud state
more abundant DNM in tenuous CO clouds 
M(CO-dark H2) > M(CO-bright H2) for clouds with peak WCO < 15-20 K km/s  
large fractions wrt predictions 

<fDG>Wolfire+2010 = 0.25-0.33,    <fDG>Levrier+2012 = 0.32-0.36  
<fDG>Gong+2018 = 0.26-0.79, decreasing with AV(CO) 

theory: little dependence on cloud mass or ISRF 
yet environmental differences in the same cloud complex

LAT collaboration: gas & dust in nearby anticentre clouds II
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Fig. 11. Average fraction of the molecular DNM and in the total H2 mass (FCOdk H2 ) as a function of: the surface fraction of dense gas SFdense (top
left), the maximum CO integrated intensity W

max
CO (top right), the average visual extinction AV (middle left), the logarithm of the H2 mass in the

CO phase M
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H2

(middle right), the galacto-centric distance (bottom right) and the height above galactic plane (bottom left). The DNM is assumed
to be 50% molecular. The colors refer to the same clouds that in Fig. 1.

figure correspond to directions where XCO <1020 cm�2 K�1 km�1

s (as in the Chamaeleon, main Taurus, California, and Perseus
clouds). The data points gathering along the horizontal axis, at780
very low WCO up to large NH2 values, correspond to the DNM
gas. In the simulation of ? with local-ISM characteristics, CO
molecules predominantly form in spiral-arm clouds, which emit
mostly at NH2 > 1021 cm�2 with WCO > 10 K km s�1 as shown by
the blue contours in Fig. 13. As noted by ? and illustrated in Fig.785
13, simulations under-produce luminous CO emission compared
to observations. They first miss CO emission at NH2 column den-
sities of a few 1021 cm�2 typical of nearby molecular clouds.
This explains why they obtain XCO factors that are typically
twice larger than the values measured in several nearby clouds.790
We have discussed this discrepancy in ?. It also explains why

the simulated CO emission gathers primarily in giant molecular
clouds in the spiral arms and why the simulations yield a sharp
contrast in CO-dark H2 abundance in and out of the arms. The
simulations also severely miss CO emission in the very di↵use 795
molecular regime, at NH2 < 1021 cm�2, as shown in Fig. 13. This
limitation biases the simulated values of CO-dark H2 fractions
upward in column density and in mass.

4. Conclusions

We have analysed the gas dust and CR content of several nearby 800
cloud in anticentre and Chamaeleon region. As described in ?
and ? In order to trace the total gas column density we have
modelled �-ray emission and dust optical depth at 353 GHz as
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ΩCO-bright/ ΩCO-total

Remy+ 2018b

50% H2 DNM

2 102 - 2 104 M⨀ in CO 

compact  
snake outlier

DNM mass fraction 
variations due to UV 
screening/porosity ? 
time evolution? Egrav?
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